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Abstract

This research investigates the planning and optimization of sixth-generation (6G) non-terrestrial networks (NTNs) by leverag-
ing Free-Space Optical (FSO) communication to enhance speed, coverage, and resilience in global communication. Building on
the theoretical foundation of NTN technologies, this study develops a dynamic simulation model to represent interactions among
satellites, ground stations, and environmental variables. Our model allows detailed analysis of weather-induced disruptions, re-
vealing that conditions such as rain and fog can significantly impact radio and FSO-based communication by reducing network
speed and reliability. Simulation results show that integrating FSO links alongside traditional microwave connections enhances
network adaptability, reducing latency and hop counts, particularly in high-traffic scenarios. In stress tests simulating ground sta-
tion outages, the network demonstrated resilience by dynamically rerouting traffic over inter-orbit inter-satellite links, maintaining
continuity even under significant regional disruptions. These findings underscore the importance of hybrid connectivity models
and adaptive routing strategies in 6G NTN planning, providing critical insights for designing robust, high-performance networks
capable of meeting future connectivity demands.
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1. Introduction

The emergence of 6G signals a new era in wireless com-
munication; most projections point towards 2030 or beyond
for its full-scale deployment. 6G is expected to enhance the
capabilities of current networks by leveraging advancements
in telecommunication technology: it aims to push the limits of
speed, data capacity, coverage and latency to unprecedented
levels. Differentiating itself from its predecessor, 6G ventures
into higher frequency bands and wider range of bandwidths
within the 30 to 300 GHz millimeter waves and is commit-
ted to provide enhanced coverage and reliability by combin-
ing Terrestrial Networks (TNs) with Non-Terrestrial Networks
(NTNs) [1, 2, 3].

The authors of this paper are affiliated with the ”6G for
Connected Sky” (6G-Sky) project [4] which endeavors to de-
vise comprehensive solutions facilitating dependable and re-
silient connectivity for both aerial and ground users. This
objective is pursued through the implementation of a versa-
tile and adaptive network architecture that integrates various
technologies, including satellite and direct air-to-ground com-
munication (DA2GC). Furthermore, the project centers on the
development of innovative wireless network design and man-
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agement schemes within three-dimensional (3D) spatial con-
text. This encompasses the diverse array of flying vehicles,
each presenting distinct requirements.

NTNs encompass wireless communication systems that op-
erate beyond the confines of the Earth's surface, employing
various platforms such as satellites positioned in low Earth
orbit (LEO), medium Earth orbit (MEO), and geostationary
orbit (GEO). Additionally, NTNs may involve high-altitude
platforms (HAPS) and drones, collectively constituting a di-
verse array of technological solutions that transcend terres-
trial boundaries to facilitate communication and data transmis-
sion. Anticipated developments in wireless coverage indicate
a transformative shift from traditional 2D 'population cover-
age' limited to ground surfaces to an expansive 3D paradigm,
encompassing 'global and airspace coverage'.

Authors of [5] provide a detailed overview on satellite com-
munication use cases and technologies. Although a wide
range of applications are on their list, we only focus on one
of the first monetizing segment of use cases, namely on serv-
ing global connectivity to aerial users and platforms. We ex-
pect that enhanced Mobile Broadband (eMBB) service to air-
line passengers [6] will initially constitute the bulk of aerial
communications. In-flight entertainment may include on-line
gaming and extended reality (XR) applications, and both of
those heavily rely on low-latency connections. Terrestrial 6G
networks intend to support latency below 1 ms under con-
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trolled circumstances [7], while the goal of NTNs is to ap-
proach the physically achievable latency limits. Hence primar-
ily LEO communication satellites are planned for deployment
by the major providers, moreover Starlink has already applied
to FCC for Very Low Earth Orbit (VLEO, altitude of 150-450
km) satellites recently [8].

Our study focuses on providing robust, low-latency, and
high-capacity communications using LEO satellite-based
NTNs. However, the increasing popularity of these networks
raises concerns about congestion in low Earth orbit. The
growing number of satellites required for coverage has led to
discussions on radio interference, space debris, and collisions,
as well as challenges like adverse weather effects, including
fog and rain, which can degrade signal quality. Satellite mo-
tion, fluctuating traffic demand and adverse weather require
dynamic network topology adaptations and advanced manage-
ment solutions, both of which are central to this research.

The organization of this paper is the following. In Sec-
tion 2 we discuss the relevant research results in relation with
our study. The mathematical model for optimizing network
routes through inter-satellite and satellite-ground links taking
into considerations weather effects, satellite movement and
available communication technologies is introduced in Sec-
tion 3. Then in Section 4 we present the data that we collected
in order to build our findings on real-world input. Afterwards
we show the numerical results of the proposed optimization
method applied on the collected input data in Section 5. In
Section 6 we conclude the paper.

2. Related work

The general satellite communication network may include a
combination of LEO, MEO and GEO satellites interconnected
by a hierarchical backhaul network and interfaced to terres-
trial networks via ground gateways dispersed throughout the
continents of Earth. Since most of the satellites are on non-
stationary orbit, the traffic demand to a satellite fluctuates in
space and time, as do the network topology and link capacities
of inter-satellite and satellite-ground connections. As a result,
dynamic topology and traffic routing pose major challenges to
the management of NTNs and significantly impact the overall
NTN performance. [9, 10] present overviews and models of
satellite routing algorithms with focusing on the LEO satel-
lite layer. We prefer LEO and VLEO constellations because
they are likely to handle the vast majority of mobile broadband
traffic (MBB) of remote ground users and airline passengers.

As satellite communications become more affordable due
to lower launch and equipment costs, the rapid development
of satellite fleets necessitates the use of a large number of
inter-satellite links (ISLs) and satellite-ground, also known
as feeder links. As a result, mega-constellations of satellites
call for more efficient technologies and additional spectrum.
The traditional satellite spectrum in the radio frequency (RF)
bands (Ku, Ka bands) is becoming a bottleneck for service
growth, hence higher operating frequencies with wider band-

widths (Q, V, E bands) and optical spectrum (1550 nm) have
been integrated into NTN backbones.

Previously, micro- and millimeter-wave RF spectrum
was utilized for feeder links, but the available bandwidth
is no longer sufficient, and spectrum utilization is con-
strained. Millimeter-wave feeder connection technology has
progressed, and thanks to widely accepted communication
protocols, including DVB-S2X for uplink and DVB-RCS2 for
downlink, the offerings for such links are many and diverse.
Because radio wave propagation is affected by atmospheric
conditions, complex diversification techniques have been de-
veloped to improve the dependability and robustness of RF
feeder links [11]. We aim to achieve robustness through inter-
satellite routing and use the ITU models [12, 13] in simula-
tions to address the environment dependency of pathloss.

The authors of [14] performed coincident Starlink and me-
teorological measurements on user-serving links. They col-
lected and statistically evaluated a half-year long dataset, and
their results are also relevant to RF feeder links. The correla-
tion matrices among weather and user traffic measurements,
such as throughput, round trip time (RTT), allow to assess
the impact of rain and fog on Ku-band satellite-ground links.
Mass download of satellite data concerned the authors of [15],
who proactively optimized Ka-band satellite-ground links by
using weather forecasts and dynamically setting the radio link
parameters towards passing weather satellites. Our goals are
similar, we also deal with the weather impacts on satellite con-
nections, but we adapt to weather variations by dynamic re-
configuration of the inter-satellite transport network.

Recent developments of millimeter-wave feeder links em-
ploy flat, electronically steerable MIMO antennas [16] which
can simultaneously maintain connections to a number of satel-
lites without mechanical positioning. Regardless that feeder
links in the Q, V and E bands are more sensitivity to rain and
other atmospheric components, such feeder links are attractive
for the planned satellite mega-constellations [17] thanks to the
large bandwidths available in these bands.

Sub-THz (0.1-1 THz) steerable narrow beam antennas
would also suit the requirements of inter-satellite communi-
cations. Such links [18, 19, 20] can combine the advantage of
precision mechanically [21] or electronically steered [21] with
MIMO technology and can perform fast pointing, acquisition
and tracking at the same time. But technological challenges
are yet to be solved, as [19] models the outage probabilities of
THz ISL links subjected to the impact of ionosphere plasma,
geomagnetic field and pointing errors.

Free-space optical communication (FSO) is a communi-
cation technology for air, outer space, vacuum, also suitable
to build high-capacity, line of sight (LoS) inter-satellite net-
works and satellite to ground connections. The main advan-
tage of using laser communications over radio waves is in-
creased bandwidth, it operates in a completely unregulated
frequency spectrum resulting in no need for licensing. Addi-
tionally, it has low cost on average and it is power efficient. On
one side, the narrow invisible beams can communicate 6000
km or further in space and they are fairly difficult to intercept,
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on the other hand, beam locking and synchronization between
moving transmitter and receiver typically requires mechanical
pointing-acquisition-tracking, which may take tens of seconds
also causing handover-related outages.

FSO applications include transmitting large amounts of
data directly from a satellite, aircraft or unmanned aerial ve-
hicle (UAV) to the ground [22, 23, 24]. Mega-constellations
of communication satellites are going to be launched in the
coming decade which will demand growing number of ground
stations and feeder links [25]. The existing satellite spectrum
is limited, interference among feeder links is inevitable, there-
fore FSO links to ground stations should be applied where the
atmospheric conditions are favourable. The most impactful
weather phenomena for this technology is fog and rain. Fog
is the major factor for the degradation of signal quality since
the size of fog particles is nearly the same as the wavelength
of a carrier optical signal. This raises an issue, as it modifies
light characteristics or completely hinders the passage of light
through a combination of absorption, scattering and reflection.
Rain is less impactful than the effects of fog because the par-
ticles of rain drops are quite big in size compared to the wave-
length. Snow and other weather effects have a significantly
lower impact on this form of communication. However, dif-
ferent environmental parameters like varying temperature, air
refraction index, density and also various pollution particles
reduce the visibility and generate adverse effects especially
attenuation of optical pulses at different intensity in FSO link
and hence degrade the signal quality, making the communica-
tion unreliable [26, 27].

A thorough study on atmospheric FSO propagation chan-
nel has been provided in [28]. The impact of fog attenua-
tion coefficient, refractive index parameter, coherence length,
turbulence model, and angle-of-arrival fluctuation have been
modeled for various optical spectral bands.

Corporations like SpaceX, Amazon and OneWeb and a se-
ries of startups are currently pursuing various concepts based
on laser communication technology. The most promising
commercial applications can be found in the interconnec-
tion of satellites or high-altitude platforms to build up high-
performance optical backbone networks [29]. In conjunction
with the Starlink satellite constellation, [30] demonstrate some
of the technical challenges lying in the configuration of inter-
satellite network. Depending on link range, on the orbital rela-
tionship between two satellites, the potential connections have
different merits and costs, which ISL routing should take into
account. [29] models ISL as a hierarchical tiered access net-
work, where the lower tier consists of n satellite mesh routers
that serve the UEs, and some of these routers are also gateways
to ground stations connecting the ISL to a terrestrial network.
The authors start with the traffic flow matrix and they de-
velop a plane sweeping and clustering algorithm that sweeps
the network area and captures cluster members one after an-
other under delay and traffic load constraints, which they solve
with integer linear programming. Next they describe a greedy
edge-appending algorithm, as well as its distributed version,
that iteratively inserts edges to maximize algebraic connectiv-

ity and form the ISL graph. [31] suggests software-defined
networking technique to control ISL routing. A large amount
of signaling needs to be exchanged frequently between satel-
lites to dynamically obtain the status information of satellites
and ISLs. The status information involves predicted satellite
locations, SNRs, link duration and buffer lengths, which are
accounted for in a time-variant utility function subjected to
optimization. The result of optimization is the time-space evo-
lution of ISL.

[32] investigates a geographical routing scheme in two
Walker Star constellations to achieve reliable transmissions
with low latency and high data rates. The approach appends a
geographical address identifier in Layer 2 of the communica-
tion stack such that the globe is thus divided into geographical
areas that determine this identifier in the MAC address of the
terminals. The MAC addressing scheme is flexible, whereas
the IP addresses of the terminals remain static. This decou-
pling allows for flexibility in the choice of the address resolu-
tion scheme by enabling fast routing table lookups and switch-
ing. So a robust and adaptable routing scheme is provided for
a dynamic environment where satellites and terminals are con-
stantly moving in an Iridium-like constellation.

The authors of [33] approach the ISL routing problem from
the aspect of congestion avoidance. They assume steady inter-
connections among neighbouring satellites and they propose a
decentralized congestion avoiding routing mechanism along
the established ISLs. Their method seems to pay the price of
automatic routing in packet loss and extra packet delay, there-
fore it should be combined with other ISL topology design
methods that predict satellite motion and traffic flows and pro-
visions ISL resources with central control. [34] steps further
by performing joint optimization of maximum backhaul ca-
pacity and minimum amount of feeder link handovers in a
LEO constellation scenario. They define traffic flows along
ISLs to ground stations and take into account the time-variant
link capacities. Then they formulate the various constraints
in the ISL network and solve the system of constraints with
mixed-integer programming. Finally they turn the model into
a dynamic system, where link and traffic measurements are
continuously collected and a central control entity executes on
the feeder link handover strategies by running the optimization
algorithm periodically.

[35] suggests LEO satellite networks equipped with ISL to
provide lower delay compared to traditional optical networks.
The inter-satellite routing aims to keep both the power effi-
ciency and end-to-end delay minimal. Their results show that
their algorithm outperforms long-haul ISL paths in terms of
energy efficiency with only a slight hit to delay performance
relative to the conventional ISL topology.

The desired solution to connect megaconstellation of com-
munication satellites to terrestrial networks is to establish suf-
ficient number of diverse ground sites, e.g., by site sharing
with terrestrial service providers. However strong satcom
players compete for the market and, instead of site sharing,
each of them attempts to provide global coverage alone and
they chose to minimize the number of central ground sites
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to provide sufficient ground capacity at all continents and
to backhaul satellite traffic to those sites via ISLs. When a
ground site simultaneously carrying connections sometimes
to a dozen of satellites is hindered by adverse weather, then
reshuffling the inter-satellite backhaul routes may cause ser-
vice disruptions. Most of the published techniques to com-
bat weather-related impairment of feeder links relies on di-
versifying ground stations such that nearby ground stations
can take each other roles. However, global satcom providers
can exploit their continent wide ground station deployments
to reroute feeder link traffic from weather impacted sites.

3. Model and routing optimization

The main objective of this research is to optimize the rout-
ing of users’ Internet traffic in satellite networks based on real-
world satellite movement, ground station position and weather
data. The task entails mapping ground stations and linking
them to satellites with an ever-changing position. Addition-
ally dynamic obstacles posed by weather are introduced to
add further realism and complexity. As a result, different net-
work routing scenarios could be compared to observe which
could provide the best possible service for customers. The
model and optimization method presented in this section can
be adapted to any kind of satellite constellation and ground
station composition.

3.1. Line of sight

The maximum distance between two satellites that can still
see each other, and thus maintain a LoS communication link,
depends on several factors, including their altitude and the
curvature of the Earth. Most LEO satellites operate at alti-
tudes ranging from approximately 340 km to 1,200 km. For
the standard Starlink altitude of about 550 km the distance to
the horizon (or the maximum line-of-sight distance to another
satellite at the same altitude) is determined by the geometry
of the Earth and the satellite’s altitude. In the simple calcula-
tion one must factor in that the line of sight should also avoid
the Thermosphere [36]):

√
(REarth + h)2 − (REarth + t)2, where

REarth is the radius of the Earth (6,371 km), h is the altitude of
the satellite (550 km in the case of Starlink), t is the height of
Thermosphere, which is typically 80 km. Plugging in the val-
ues ≈ 2, 500 km is the distance to the horizon for one Starlink
satellite, so the maximum distance between two satellites that
can still see each other is roughly 5, 000 km.

The line of sight condition provides the ground for estab-
lishing edges between nodes in our model, i.e., between air-
craft and satellite, satellite and satellite, satellite and ground
station. The computed distances between nodes are also im-
portant for estimating the transmission latency.

3.2. Rain attenuation

To accurately assess the signal attenuation caused by pre-
cipitation and its implications for network efficiency, we used
the ITU-Rpy package [12] in this study. This choice was made

due to its adherence to ITU-T standards and its provision of
a comprehensive framework for calculating attenuation val-
ues across a wide range of parameters for frequencies up to
50 GHz. In the context of this study, understanding the level
of attenuation induced by rain is important, as severe weather
conditions can significantly disrupt network performance, par-
ticularly in connections between satellites and ground stations.
Rainfall-induced attenuation is influenced by various factors,
including the frequency of the transmitted signal, the severity
of rainfall, and the altitude and elevation angle of the link.

Frequency plays a significant role in determining the sus-
ceptibility of connections to rain attenuation. Higher fre-
quencies are more susceptible to attenuation due to their in-
creased interaction with rain droplets. While lower frequen-
cies may offer greater resistance to rainfall-induced attenua-
tion, they come with lower data throughput capacities. Con-
versely, higher frequencies enable higher data rates but are
more susceptible to attenuation in adverse weather conditions.
Consequently, the choice of frequency band for transmission
must be carefully considered to mitigate the effects of rainfall.

The severity of rainfall directly impacts the attenuation ex-
perienced by connections. Heavy rainfall rates result in greater
attenuation, potentially leading to signal degradation or loss.
Therefore, accurate characterization of rainfall intensity is
essential for predicting network performance during adverse
weather conditions.

Additionally, the altitude and elevation angle of the link
influence the path length through which the signal traverses
the atmosphere. Steeper elevation angles may result in longer
atmospheric paths, increasing the likelihood of encountering
rain droplets and thus exacerbating attenuation effects. Ele-
vation angles below 15 degrees can result in significant at-
tenuation; however, such extreme angles are rare in practical
scenarios due to obstructions caused by natural or man-made
obstacles, which typically disrupt line-of-sight connections at
such low angles. As elevation angles increase beyond this
threshold, the attenuation experienced by the signal decreases
gradually. Attenuation tends to level off after reaching approx-
imately 40 degrees, indicating that beyond this point, further
increases in elevation angle have minimal impact on reducing
attenuation.

In our model media attenuation, e.g. due to rain, fog, etc.,
degrades the capacity of LoS microwave links according to
Shannon’s spectral efficiency formula. Let c0 denote the max-
imally achievable spectral efficiency on a LoS link in case of
free space propagation and let L denote the media attenuation
loss ratio that temporarily obstructs the LoS channel. Then
due to the extra attenuation the spectral efficiency degrades to

cL(L) = log2(1 + (2c0 − 1)L) (1)

For c0 = 5 and c0 = 6 (10 and 20 Gbps initial through-
put, respectively), the achievable throughput with increasing
attenuation is depicted in Figure 1 (L is expressed in dB on
the x-axis).

In contrast to the radio links, for the FSO links we imple-
ment an on/off switch triggered by weather conditions. If the
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Fig. 1. Degrading capacity due to rain attenuation

attenuation falls below a predetermined threshold, the link re-
mains operational; otherwise, it is temporarily deactivated.

3.3. ILP optimization

Our aim is to optimize the flow of data traffic in a satel-
lite network while minimizing the end-to-end total latency
(transmission delay is considered, modulation/demodulation
and packet processing delays are omitted). The network com-
prises users, satellites and ground stations, with specific ca-
pacity and latency parameters; we define the following sets
and decision variables to represent the network’s components
and their characteristics accordingly.

Sets

U: Set of users

S : Set of satellites

G: Set of ground stations

Decision variables

xu,s Binary variable for connection between u and s

xO
s,g Binary variable for connection between s and g using FSO

xM
s,g Binary variable for connection between s and g using microwave

xs,s′ Binary variable for connection between s and s′

fu,s Flow from user u to satellite s

f O
s,g Flow from satellite s to ground station g using FSO

f M
s,g Flow from satellite s to ground station g using microwave

fs,s′ Flow between satellites s and s′

Objective

Minimize the average transmission latency, i.e., total la-
tency weighted by data traffic flow:

min
∑
u∈U

∑
s∈S

fu,slu,s +
∑
s∈S

∑
g∈G

fs,gls,g +
∑

s,s′∈S ,s,s′
fs,s′ ls,s′ ,

where lu,s, ls,s′ , ls,g are pre-calculated parameters that represent
the distances between user u and satellite s, satellites s and s′,
satellite s and ground station g, respectively.

Constraints

Flow conservation constraint for each satellite ensuring that
the total inflow and outflow of data traffic for each satellite is
balanced:

∑
u∈U

fu,s−
∑
g∈G

(
f O
s,g + f M

s,g

)
+
∑

s′∈S \s

(
fs′ ,s − fs,s′

)
= 0 ∀s ∈ S

Minimum outflow constraints for users ensuring that each
user u has a minimum required outflow of data:

∑
s∈S

fu,s ≥ du ∀u ∈ U

Data traffic capacity constraints for user-satellite links en-
suring that the data flow from user u to satellite s does not
exceed the capacity of the service link:

0 ≤ fu,s ≤ cu,s xu,s ∀u ∈ U,∀s ∈ S

Data traffic capacity constraints for inter-satellite links en-
suring that the data flow from satellite s to satellite s′ does not
exceed the capacity of the link:

0 ≤ fs,s′ ≤ cs,s′ xs,s′ ∀s, s′ ∈ S , s , s′

Data traffic capacity constraints for satellite-ground station
links ensuring that the data traffic flow from satellite s to
ground station g does not exceed the capacity of the feeder
link:

0 ≤ f O
s,g ≤ cO

s,g xO
s,g ∀s ∈ S ,∀g ∈ G

0 ≤ f M
s,g ≤ cM

s,g xM
s,g ∀s ∈ S ,∀g ∈ G

Connection limitation constraint ensuring that each user is
connected to only 1 satellite, each satellite has connections to
at most 4 other satellites, each satellite has a feeder link from
only 1 ground station both over microwave and free space op-
tics, and a ground station serves at most 9 satellites with mi-
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crowave technology.∑
s∈S

xu,s ≤ 1 ∀u ∈ U∑
s′∈S \s

xs,s′ ≤ 4 ∀s ∈ S∑
g∈G

xO
s,g ≤ 1 ∀s ∈ S∑

g∈G

xM
s,g ≤ 1 ∀s ∈ S∑

s∈S

xM
s,g ≤ 9 ∀g ∈ G

Adjusting the telescopes for inter-satellite communication
can take up to 15-20 seconds, making it inefficient to fre-
quently change the connection structure. Therefore we intro-
duce an extra cost term in the objective function to discourage
the number of inter-satellite hops in certain scenarios. The
cost function penalizes routing strategies that involve multiple
hops. This approach aims to maintain a more stable network
configuration, reducing the need for constant realignment of
satellite telescopes and minimizing the associated delays and
resource usage. By incorporating this cost term, the network
can achieve a balance between maintaining latency and re-
ducing the operational overhead associated with frequent tele-
scope adjustments. This ensures that the network operates ef-
ficiently, particularly during periods of high demand or when
certain ground stations are unavailable.

The penalty term ∑
s,s′∈S ,s,s′

ps,s′ xs,s′

is added to the objective function to penalize inter-satellite
connections based on a predefined penalty coefficient. This
setup allows the optimization model to account for both the
latency and the penalty associated with specific connections,
ensuring a more comprehensive optimization that balances ef-
ficiency and cost.

4. Input datasets

For our data-driven research we have gathered the satellite,
ground station, aircraft and weather data from reliable sources
from the internet. We present the gathered datasets in this
section.

4.1. Starlink satellites

Satellite movement data, crucial to our optimization
method, was sourced from online publications, ensuring accu-
racy and reliability. This data revealed a comprehensive pic-
ture of the current state of Starlink satellites orbiting the Earth.
At the time of writing this paper, the dataset encompasses
5811 operational satellites and roughly 900 inactive ones or
those that have re-entered the Earth’s atmosphere [37]. The

creation of this dataset involved the usage of Python libraries
[38, 39] for the precise modeling of satellite orbits, treating
them as simple Keplerian ellipses. By incorporating the lat-
est information available about the satellites’ current states,
including orbital parameters and positional data, the dataset
accurately predicts their future locations.

Two-Line Element (TLE) information, available for all
satellites, played a pivotal role in this development. TLE data
provides detailed orbital elements, enabling precise calcula-
tions of satellite positions at specific points in time. Leverag-
ing this information, we can generate a dynamic dataset that
captures the movements of satellites over time. Moreover,
the time interval between recorded locations can be tailored
to meet specific modeling requirements. This adaptability en-
sures that one can analyze satellite movements with precision
and granularity, adjusting the temporal resolution as needed to
explore various hypotheses and scenarios.

4.2. Starlink ground stations

The geographical distribution of Starlink ground station lo-
cations was determined based on two unofficial online sources
[40, 41]. These platforms not only supply users with the ge-
ographic coordinates of the establishments but also report de-
tailed insights into the technical specifications of the stations,
encompassing parameters such as the number of antennas, up-
link and downlink capacities, among others. It is plausible
that the release of these technical specifications aligns with
regulatory obligations to the Federal Communications Com-
mission (FCC). However, the acquisition of data pertaining
to ground stations situated beyond the confines of the United
States proves to be notably different.

The absence of official disclosures regarding ground station
locations is likely attributable to concerns regarding security.
The disclosure of such information could render the infras-
tructure vulnerable to a spectrum of security threats, including
but not limited to malicious attacks and various forms of inter-
ference. Such disruptions have the potential to hinder service
delivery, resulting in substantial financial losses and eroding
customer trust.

An additional aspect of note is the evident discrepancy in
the density of ground stations between the United States and
other regions, e.g., the 20-30 stations in Europe are depicted
in Figure 2. This observation can be explained by the his-
torical context of Starlink’s deployment [41]. The initial fo-
cus of the provider was on servicing the United States, where
the technology was in its emerging stages. Subsequent ad-
vancements and refinements in the Starlink satellite network,
characterized by the development of a complex routing sys-
tem between satellites, have obviated the need for a profusion
of ground stations to maintain robust and stable connections.

4.3. Air traffic

We have leveraged an air traffic dataset capturing aircraft
locations primarily within Europe, with a smaller portion en-
compassing the Middle East and Africa between September 1
and September 30, 2022. The most important attributes were
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Fig. 2. Starlink ground station locations

the latitude and longitude information, essential for spatial
analysis, and the icao actype attribute, which facilitated the
matching of scraped passanger capacity information to spe-
cific aircraft types. Additionally, a valuable on ground flag
was incorporated into the dataset, offering a helpful filtering
criterion. The incorporation of this flag proves necessary, es-
pecially considering that ground traffic from airliners is ef-
ficiently managed by terrestrial networks, rendering satellite
connections unnecessary. By leveraging this on ground flag,
the analysis can selectively focus on relevant data.

4.4. Weather

We used a weather dataset containing hourly data collected
from the 26 Starlink ground station locations across Europe.
This dataset is sourced from an online platform, enabling free
querying, and includes a wide array of meteorological features
beneficial for various scientific studies [42]. The dataset’s pri-
mary significance lies in its relevance to understanding pre-
cipitation and cloud cover patterns, particularly in the context
of FSO and microwave radio communication systems, which
are susceptible to atmospheric disturbances caused by rainfall,
fog and cloudiness.

Figure 3 illustrates a notable observation: heavy rain-
fall events are infrequent occurrences during the month of
September. Rainfall disrupts connections at one or more
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Fig. 3. Rainfall and cloud cover statistics Chalfont Grove and Muallim
sites

ground stations approximately 15% of the time, jeopardizing
down-link throughput. Weather patterns, particularly rainfall,
tend to be spatially coherent, meaning geographically close
locations often experience similar conditions. This empha-
sizes the need for strategic network distribution to prevent
simultaneous outages in adjacent areas. A well-spread net-
work can better withstand localized weather disturbances, en-
hancing system resilience and reducing the risk of widespread
outages. Minimizing rain-induced connection disruptions is
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Routing LEO satellite traffic in adverse weather 8

essential for maintaining communication network reliability.
Proactive weather monitoring, strategic network design, adap-
tive modulation, and dynamic link management can further
mitigate weather-related impacts on feeder links.

5. Numerical results

We have run numerical simulations that offer a dynamic
view of how connections between aircraft, satellites, and
ground stations adapt over time, factoring in the constant or-
bital motion of LEO satellites and their shifting positions rela-
tive to ground stations. Beyond tracking link changes between
satellites and ground stations, the analysis also considers inter-
actions among satellites across various orbits as they periodi-
cally enter or exit each other’s line of sight.

To thoroughly understand the network’s behavior, a multi-
variable approach that considers a range of metrics in tandem
is essential. Such a holistic analysis reveals trends, correla-
tions, and patterns that isolated metrics might overlook. This
study is centered exclusively on meeting air traffic demands,
with an emphasis on identifying optimal routing strategies
based on satellite coverage patterns, user mobility, and real-
time weather conditions. These elements are crucial for deter-
mining the most efficient data transmission routes within the
satellite network.

5.1. Parameter setting
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Fig. 4. Number of weather caused disruptions on hourly basis

In this subsection, we outline the key parameters and their
values used to simulate the satellite communication network’s
latency, capacity, and link capabilities. These parameters are
essential for modeling realistic communication performance
across various links in the network and for assessing the sys-
tem’s resilience under different disruption scenarios. Latency
is calculated as the distance between two nodes divided by
the speed of light, giving a fundamental measure of transmis-
sion delay across each link. Capacity limits vary across dif-
ferent types of connections. For user-to-satellite links, the de-
mand per passenger is set at 5.19 Mbps, based on real-world

data on mobile traffic per subscriber [43, 44]. For satellite-to-
satellite connections, link capacity is 20 Gbps due to physical
constraints, including satellite payload weight and size limi-
tations. Satellite-to-ground station links vary by technology,
with 200 Gbps allocated for Free-Space Optical (FSO) links
and 20 Gbps for microwave links, which have a spectral effi-
ciency of 6 bps. Inter-satellite links are limited to a maximum
of four connections per satellite based on technical specifica-
tions [23].

Table 1 summarizes these key parameters. Disruption lev-
els are analyzed by incorporating various counts of outages
within the dataset, providing insights into network resilience
under varying levels of operational disruption (Figure 4).

5.2. Transmission delay and inter-satellite hop number re-
sults
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Fig. 5. Number of involved satellites over the simulated time window

A comprehensive analysis of results is key to understanding
satellite network performance, as latency alone may not cap-
ture all dynamics of data transmission. We therefore aggre-
gate optimization results across time steps, considering satel-
lite movement and air traffic patterns. Our findings reveal that,
in certain cases, routing data through multiple satellites yields
lower latency than a direct single hop. This is influenced
by factors such as user location, ground station distribution,
and satellite constellation state, where proximity, line-of-sight
availability, and network congestion play a role. Satellite us-
age trends correlate with daily flight patterns (Figure 5), re-
flecting capacity limits and bandwidth demand fluctuations in
satellite resource allocation. Around midday, when air traffic
peaks, satellite usage also rises, showing that resource demand
aligns with user distribution and air traffic flow.

Latency Analysis: Most users (75th percentile) experience
latency under 10 ms outside of peak hours (Figure 6). Real-
world implementations may see higher latency, as switching
and buffering dealys are omitted in our model.

Hop Count Trends: The number of hops also follows
daily flight trends (Figure 7). During peak times, more hops
are often required to manage increased demand. This need
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Routing LEO satellite traffic in adverse weather 9

Parameter Value Explanation
5.19 Mbps Passenger user demand

cu,s 5 Gbps Link capacity between aircraft and satellite
cs,s′ 20 Gbps Link capacity between satellites
cO

s,g 200 Gbps FSO link capacity between satellite and ground station
cM

s,g 20 Gbps Microwave link capacity between satellite and ground station
6 bps Spectral efficiency of the microwave link

ps,s′ 1 Penalty coefficient for interorbit hops

Table 1
Parameters used in the simulation.
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Fig. 6. End-to-end transmission latency statistics over the simulated
time window (top) and the empirical cumulative distribution of the
latencies of all traffic flow during the the simulated time window (bot-
tom)

for multiple hops, i.e., inter-satellite hops, is more evident
during disruptions. Under high demand or restricted ground
station availability, two inter-satellite hops are rarely needed
(Figure 8), reflecting rerouting within the constellation to en-
sure timely data delivery. During low-demand hours, however,
users typically require only one inter-satellite hop, or traffic is
routed directly to a ground station from the satellite.

Impact of Ground Station Outages: Prolonged outages,
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such as those caused by rainfall, lead to increased hop counts
and longer transmission paths, which raise latency. During
such events, the 99th percentile latency rises, impacting data
transmission times for many users. While blockages are rare
during favorable summer weather, they increase during rainy
seasons and have a greater effect when affecting critical or iso-
lated ground stations, as they limit rerouting options. Proxim-
ity to other stations can mitigate this impact, while blockages
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Routing LEO satellite traffic in adverse weather 10

in isolated or central stations have a pronounced effect on net-
work performance.

5.3. Simulated scenarios

The developed simulation system enables an in-depth anal-
ysis of network behavior across several challenging scenarios.
Table 2 outlines the parameter settings for the simulated sce-
narios, each configured to examine network performance un-
der different operational constraints and environmental chal-
lenges. These scenarios vary key factors, including the use of
Free-Space Optics (FSO) links, limits on microwave connec-
tions per ground station, the operational status of UK ground
stations, and penalties applied to inter-orbit hops. By adjust-
ing these parameters, the simulations allow for detailed explo-
ration of network behavior under both baseline and stress con-
ditions, revealing how these settings influence the network’s
capacity to maintain performance amidst disruptions. The
FSO and microwave configurations, in particular, highlight
potential performance differences in high-demand scenarios
and provide insights into how the network might respond to
severe outages or limited satellite-ground connectivity.

In the “stress” scenario, all UK ground stations were dis-
abled, simulating a complete regional outage. This drastic re-
duction in ground station availability—11 stations, or 40% of
the total—over an entire week provides insights into the net-
work’s response under severe weather conditions. Additional
minor outages in other locations were simulated in this sce-
nario, creating a complex environment that tests the resilience
of inter-satellite communication, hop counts, and latency pat-
terns as network demand shifts to remaining stations and al-
ternative satellite links.

In scenarios reflecting severe weather conditions, rerouted
flights are not modeled due to limited data on potential rerout-
ing paths. Such reroutes would, in reality, redistribute traf-
fic load across the network and affect ground station usage,
potentially easing congestion in the affected regions or creat-
ing new hotspots. Despite this limitation, the simulations still
capture network strain and performance variability under dis-
ruptive weather events, allowing for meaningful insights into
overall network robustness.

5.4. Comparison of the delay results

The results show distinct network behaviors across the four
simulated scenarios compared to the baseline. In the baseline
scenario, no FSO communication is used towards ground sta-
tions, microwave connections are limited to three per ground
station, and UK sites remain operational. Here, inter-orbit
hops incur a penalty, making the network avoid such links.
This setup results in large hop numbers and latency, limiting
network performance with the constrained capacity of traffic
routes without inter-satellite connections. The “MW 9” sce-
nario introduces a higher limit of nine microwave connections
per ground station, still without FSO links. This increase in
microwave connections allows the network to handle more
simultaneous connections at each ground station, reducing
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Routing LEO satellite traffic in adverse weather 11

Parameter BASELINE MW 9 FSO MW 3 FSO MW 9 STRESS
FSO feeder link No No Yes Yes Yes

Maximum number of microwave connections 3 9 3 9 9
Penalty on inter-orbit inter-satellite links Yes Yes Yes No No

UK sites working Yes Yes Yes Yes No

Table 2
Simulation parameters of the scenarios

the pressure on inter-satellite links to route traffic. As a re-
sult, we would expect a decrease in inter-satellite hop counts
(total number of hops is depicted in Figure 10), with more
data routed directly between ground stations and satellites, but
there is no significant difference compared to the baseline sce-
nario. Therefore this adjustment does not bring down latency
either (the empirical distribution of 90th percentile latency of
traffic flows is depicted in Figure 9). In this scenario it is
apparent that without FSO capabilities, the network’s ability
to reduce hop counts is limited, suggesting that a hybrid ap-
proach with both FSO and microwave connections could offer
greater gains in efficiency.

In the “FSO MW 3” and “FSO MW 9” scenarios, FSO
communication is enabled, providing high-speed connections
between satellites and ground stations. In “FSO MW 3”, the
microwave connections remain capped at three, while “FSO
MW 9” permits up to nine. The FSO links improve network
flexibility by reducing inter-satellite hops, enabling shorter
paths and less congestion during peak times by minimizing
the need for alternate routing paths, demonstrating the effec-
tiveness of both FSO and microwave connections. Compared
to the baseline, both FSO scenarios show a more adaptable
network structure, with notably fewer delays and fewer hops,
especially during midday peaks when traffic is high (hence the
depicted 90% percentile in Figure 9). “FSO MW 9” signifi-
cantly reduces latency not only by allowing a larger volume
of connections through each ground station, but also by en-
abling inter-orbit inter-satellite links.

Finally, the “STRESS” scenario simulates a high-stress net-
work environment with all UK ground stations offline, nine
microwave and FSO feeder links per ground station, and no
penalties for inter-orbit hops. The loss of UK ground sta-
tions forces the network to reroute traffic through alterna-
tive paths, significantly increasing the number of hops (Fig-
ure 10) and but not affecting latency significantly as data trav-
els through inter-orbit links of the constellation to maintain
service (Figure 9). In contrast to baseline conditions, this sce-
nario shows a distinct drop in hop counts, but an extra load on
the remaining ground stations, as nearby stations absorb traf-
fic previously handled by the UK sites, shown in Figure 11.
This setup illustrates how infrastructure outages, when cou-
pled with high traffic and ample routing options, create man-
ageable stress on the network and result in a tolerable deteri-
oration of latency. This scenario highlights the critical role of
infrastructure availability and FSO connectivity in maintain-
ing network resilience under adverse conditions. Analysis of

ground station workloads reveals that when a station becomes
non-operational, its traffic is absorbed by the nearest available
stations, as indicated by the red rings in Figure 11. This redis-
tribution increases the workload of nearby stations: initially,
the immediate neighboring stations manage the added load,
but once their capacities are reached, excess traffic is progres-
sively routed to stations further away.

Scenarios
BASELINE Scenario
STRESS Scenario
Impacted sites

Fig. 11. Workloads in the BASELINE and STRESS scenarios, red
highlighting the increased load

In all cases where the policy allows inter-orbit inter-satellite
hops, the end-to-end delay of traffic flows show a sizable drop:
the 90th percentile of traffic flow latencies is depicted in Fig-
ure 9 to demonstrate this effect. The primary reason for this
decreased latency is that such links can result in shorter rout-
ing paths. Instead of data packets taking the route along satel-
lites in the same orbit, they may travel through shorter paths
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Routing LEO satellite traffic in adverse weather 12

via the inter-orbit links. This can reduce delays, especially
when the network is under heavy load, such as during midday
peaks when user demand is the highest.

5.5. Summary

In scenarios where multiple ground stations experience out-
ages, the ability to dynamically reroute traffic becomes criti-
cal. Rigid routing policies that limit the availability of routes
can hinder this flexibility, leading to congestion and further la-
tency issues, especially during peak usage periods. Network
planners are faced with the challenge of ensuring efficient net-
work performance while also managing operational cost. En-
abling the use of inter-orbit inter-satellite hops extends net-
work routing options. This options are enabled in scenarios
“FSO MW 9” and “STRESS”, and the empirical distribution
of the 90th percentile of end-to-end latencies of the routes ac-
tive at a certain moment shows significantly lower values in
these scenarios compared to the others, depicted in Figure 9.

Future advancements in related technologies, such as ad-
vanced inter-satellite communication within constellations,
improved signal processing techniques, and enhanced spec-
tral efficiency, hold the potential to alleviate capacity con-
straints and enhance the scalability and flexibility of satellite
networks. Predicting the progress is challenging, as it requires
consideration of various factors, including not only techno-
logical advancements, but also regulatory frameworks, market
dynamics, and user demands. While advancements in satel-
lite technology have the potential to address current limita-
tions and expand the capabilities of satellite communication
networks, the extent of these improvements will only be re-
alised after widespread adoption within the industry.

6. Summary

This research highlights the transformative potential of
satellite networks using Free-Space Optical (FSO) communi-
cation as a means to bolster connectivity in next-generation
networks, such as 6G. The findings underscore that while 6G’s
promise of ultra-high-speed, low-latency connectivity marks a
significant leap forward, the full realization of its capabilities
will require continued advancements in both network infras-
tructure and technology, particularly in regions where terres-
trial networks are limited.

Our simulations and analyses have demonstrated that incor-
porating FSO technology into satellite networks offers sub-
stantial advantages in terms of speed, coverage, and adapt-
ability, particularly in challenging or remote environments.
The simulation model developed for this research provides
a granular view of user, satellite, and ground station interac-
tions under varying environmental conditions. Findings show
that weather-related disruptions, like fog and rain, can signifi-
cantly impact satellite-to-ground communications, underscor-
ing the necessity of resilient and adaptable configurations in
network design. This adaptability is further illustrated in sce-
narios, where the network effectively maintained continuity

by redistributing loads across alternate pathways, though at
the expense of inter-orbit inter-satellite links.

These insights reinforce the importance of hybrid con-
nectivity models that integrate both FSO and traditional mi-
crowave technologies. Such configurations offer the dual ben-
efits of network flexibility and enhanced performance, allow-
ing for more direct satellite-to-ground links, minimized la-
tency, and efficient load balancing. The adaptability of satel-
lite routing options, especially in response to air traffic de-
mands and environmental challenges, makes these networks
well-suited to future global communication needs.

As research in 6G and satellite technologies progresses, in-
novations in inter-satellite communication and spectrum effi-
ciency will be vital to scaling these networks. This study con-
tributes to the ongoing discourse on optimal satellite network
design, highlighting the critical role of hybrid technologies
and flexible routing in ensuring consistent, high-performance
global connectivity.
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